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Abstract—In this work, we present a new versatile 3D multilinear statistical face model, based on a tensor factorisation of 3D face
scans, that decomposes the shapes into person and expression subspaces. Investigation of the expression subspace reveals an
inherent low-dimensional substructure, and further, a star-shaped structure. This is due to two novel findings: (1) increasing the
strength of one emotion approximately forms a linear trajectory in the subspace. (2) All these trajectories intersect at a single point –
not at the neutral expression as assumed by almost all prior works – but at an apathetic expression. We utilise these structural findings
by reparameterising the expression subspace by the fourth-order moment tensor centred at the point of apathy. We propose a 3D face
reconstruction method from single or multiple 2D projections by assuming an uncalibrated projective camera model. The non-linearity
caused by the perspective projection can be neatly included into the model. The proposed algorithm separates person and expression
subspaces convincingly, and enables flexible, natural modelling of expressions for a wide variety of human faces. Applying the method
on independent faces showed that morphing between different persons and expressions can be performed without strong
deformations.

Index Terms—Statistical shape model, tensor model, HOSVD, expression transfer, person transfer, 3D-reconstruction
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1 INTRODUCTION

HUMAN bodies and faces are able to perform a wide
range of complex motions, and their variations in

individual appearance and performance of movement make
them difficult to capture and model. The topic of this work
is the analysis of human faces represented by annotated,
discrete 3D point sets of people who performed predefined
emotions with varying strength. The variation of these point
sets is then represented and characterised by a multiway
array that naturally divides the data into shape, person, and
expression modes that can be further decomposed by using
conventional tensor decomposition techniques.

1.1 Related Work

Statistical shape spaces have been successfully used to
model the complexities of complete human bodies and
estimate accurate 3D-reconstructions from images [3], [4],
[5], [6]. Constraints on known or unknown but constant [7],
[8] limb lengths can increase the accuracy even further.

Using principal component analysis (PCA) to model face
shape spaces is an old technique: eigenfaces are the principal
components estimated from 2D-images showing static faces
of many different persons [9]. A multiway array of 2D-
images of different persons, expressions, viewpoints and
illuminations was used to estimate a tensor factorisation [10]
which can model these variations.

While these models are build upon image input, they are
limited to 2D reconstruction and are not able to estimate a
3D shape. The first work proposing a factorisation approach
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to recover rigid 3D shapes from monocular 2D input se-
quences applies a low-rank constraint on the measurement
array [11] and was extended to reconstruction of nonrigid
3D shapes from tracked 2D points using an orthographic
projection in [12]. Since these algorithms assume a too
restrictive [11] or a too general [12] model, they do not
perform well to reconstruct 3D faces from image sequences
if time-varying facial expression are observed throughout
the sequences. Instead of relying on 2D image data solely,
the authors in [13] use 3D-data obtained by a Laser Scanner,
i.e. dense data. One PCA model is estimated to capture shape
variations, another for texture variations. The morphable
model can be used for 3D-reconstruction of human faces
from 2D-images, for instance. Extensions with additionally
varying expression mode have been proposed in [14], [15],
[16]. The idea to have a known template was used in [17] to
transfer expressions from one person to another in videos. It
is based upon a morphable model and an explicitly known
3D target surface.

Instead of matrices, in [18] the authors propose to order
the 3D face scans into higher order data representations, i.e.
multiway array, and perform a tensor factorisation on it,
to learn person, expression and viseme-related parameters
directly from the 3D-point sets. The resulting model was
used to perform face transfer on videos. Instead of directly
using the 3D-point sets, a tensor model was estimated from
the coefficients of localised wavelet transformations [19].

In [1], [2], we proposed a statistical shape model for a
collection of human faces described as sets of 3D-points
in different facial expressions. Similarly to the factorisation
proposed in [18] and [19], the statistical shape model is
based on representing the data in a multiway array and its
factorisation by the higher-order singular value decompo-
sition (HOSVD). The centre of the construction of models
based on principle component analysis (PCA) or tensor
factorisation [5], [20] is commonly the neutral expression.
However there is controversy of the definition of the neutral
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expression due to its ambiguous nature, while psychological
studies have indicated it is not perceived as emotionless
[21]. We found that the actual centre of the expression space,
the point of apathy [1], is surprisingly not located in the
origin. We thus tailor the expression analysis methods to
be centred to the point of apathy. Using this new mode we
are able to change the expression to apathetic, i.e. neutral, and
hence perform a face neutralisation, or normalisation, which
is a crucial step to improve face recognition [14].

Without regularisation, person or expression transfer
fails, or is at least limited to small changes, thus prior works
require strong constraints to allow for expression transfer
between persons [22]. In [17], a separate 3D reconstruction
of the target surface is computed in advance, and deviations
from this template are penalised during expression transfer.
This energy is nonlinear and non-convex, i.e. hard to opti-
mise. In [18] and [19], no such penaliser is used, hence a
transfer of expressions is limited to small changes.

A recent work based on deep neutral networks (NN)
is [23], which relies on the Basel Model (BFM 2009) [24]
extended by [25]. The authors present three different NNs
for different tasks and, while they rely on landmarks during
training, their approach is landmark-free during testing.

1.2 Contributions
In [1], [2] it was shown that these priors necessitate from
a substructure the original data exhibits. After learning
these structures, we propose using them to create an even
more stable model, which implicitly penalises deviations
from these substructures directly in parameter space. A
contribution of this work is to use the formerly discovered
apathetic facial expression to centre the face model and
thereby lowering the number of parameters by encoding the
emotion strength as norm of the emotion vector. Compared
to previous works, we lowered the number of parameters
needed to describe expressions from 25 [1], [2] to 6. Addi-
tionally, we propose neighbourhood sparsity constraints to
favour solutions that are close to the training data, lowering
the number of model parameters even further.

We present two different approaches to estimate the
emotionless, apathetic facial expression, which was discov-
ered as the root of all expressions in [1]: (1) We show
that it can be directly computed from 3D face shapes of
BU3DFE [26], and (2) by estimating it from a subspace of
High-Order-SVD (HOSVD) based on 3D data of BU3DFE,
as well as on 2D data of ADFES [27], which implies that the
apathy mode is not an artefact of the applied factorisation
of one dataset. Furthermore we automatically determine the
penalty weights.

Given a tensor factorisation of the training data, un-
known 3D-shapes can be inferred from images. This
amounts to jointly estimating the mixing coefficients of the
shape spaces as well as the parameters of the camera models
which gave rise to the images. Just as in [2] we use uncal-
ibrated projective cameras and show how the nonlinearity
caused by the perspective projection can be linearised for
the updated model.

The summary of our contributions is as follows:
‚ We propose a model based on a 4D tensor, which

encodes the emotion and its strength in one parameter
vector.

Figure 1. Expression space illustrated by the first three singular vec-
tors of the expression dimension in the data tensor, i.e. the first three
columns of Up3q. The levels of each of the six emotions form approxi-
mately linear trajectories meeting in a common vertex, the point of apa-
thy (red), of which there was no explicit example in the training database.
The space is oriented in the way that the stronger the emotion the
further away from the apathy. (The same structure for the dense faces is
illustrated in [1].) The colours represent the 7 emotions: neutral (gray ),
anger (dark blue), disgust (orange), fear (yellow), happiness (violet),
sadness (green), surprise (light blue). (Please compare to Fig. 5(a).)

‚ The model is based on an apathy-centred expression
space, and

‚ uses less parameters compared to the former model.
‚ We retrieve the apathetic face by directly estimating it

from 3D shapes, as well as by HOSVD based on 3D data
(BU3DFE [26]) and 2D data (ADFES [27]).

‚ Hyperparameters, i.e. weights of different error terms,
are automatically determined.

‚ The performance of the proposed model is demon-
strated on:
– face synthesis,
– face neutralisation,
– person and expression transfer, and on
– dense 3D reconstruction from sparse 2D landmarks.

The paper is organised as follows: The tensor factorisation
model is introduced in Section 2. In Sec. 3 we show how to
estimate the model parameters, assuming 3D points are pro-
vided. In Sec. 4 this approach is extended by incorporating a
projective camera model, thereby enabling sparse 2D input.
Experimental evaluations are presented in Section 5, where
we present a validation of the apathy mode in Sec. 5.1–5.3
and emotion transfer in Sec. 5.4. In Sec. 5.5 the influence of
the sparsity parameters is investigated, while in Sec. 5.6 the
proposed model is used to estimate dense 3D reconstruction
from sparse 2D landmarks. The conclusions are in Sec. 6.

1.3 Notation
In this paper we employ common notation, as follows: lower
case italic letters define scalar values s P R, lower case bold
letters define column vectors v P RNˆ1, and upper case bold
letters are matrices M P Rnˆm. For multilinear algebra we
adopt the notation from [28], e.g. upper case slanted letters
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define tensors, hence a 3D tensor is T P RNˆPˆE and the
n-way product between a matrix M and the nth dimension
of the tensor T is T ˆnM. This notation is used in [18], [19],
[29] for shape modelling of faces.

2 TENSOR FACE MODEL

2.1 Three-Way Model
Assuming a set of 3D face scans of full correspondence is
provided, the measurements are ordered in a data tensor
T3,0 P R3NˆPˆEtot , where N is the number of 3D vertices,
P is the number of persons, and Etot is the total number of
expressions. All shapes are globally aligned by translation
and rotation such that the top part of the nose is located
at the origin for all shapes, while the individual scale is
preserved. After that the mean face f is calculated. Sub-
tracting it from each shape gives the centred data tensor
T3 “ T3,0´T3 P R3NˆPˆEtot , T3 “ fˆ21Pˆ31Etot being the
mean face tensor, where 1n P Rn defines a vector of length
n, which only contains the value 1. The centred tensor can
be decomposed by a Higher-Order-SVD (HOSVD) [28] as

pT3 “ S3 ˆ1 U
p1q
3 ˆ2 U

p2q
3 ˆ3 U

p3q
3 , (1)

where S3 P R3ĂNˆ rPˆ rEtot is the core tensor, and U
p1q
3 P

R3Nˆ3ĂN , U
p2q
3 P RPˆ rP , U

p3q
3 P REtotˆ rEtot are orthogonal

matrices1, which consist of the singular vectors correspond-
ing to the k-mode unfolded tensor, with rN ď N , rP ď P
and rEtot ď Etot. Rewriting Eq. (1) for a face shape f P R3N ,
its approximation pf can be expressed as

f « pf “ f ` S3 ˆ1 U
p1q
3 ˆ2 wT

2 ˆ3 wT
3 , (2)

where w2 P S
rP is the parameter vector for person and

w3 P S
rEtot of expression, and Sn denotes the n sphere2.

This parameterisation was used in [18], [19], [29], and we
refer to it as as base.

In [1], [2], the following alternative parameterisation was
demonstrated to be superior

f « pf “ f ` S3 ˆ1 U
p1q
3 ˆ2 pT

2 U
p2q
3 ˆ3 pT

3 U
p3q
3 , (3)

where the updated model parameters p2 P RP , p3 P REtot

have the same or a higher dimension compared to the
parameters w2 P R rP , w3 P R rEtot of Eq. (2), because rP ď P ,
rEtot ď Etot. However by using the latter parameterisation
we will be able to constrain wk on a lower dimensional
manifold, whereas the original parameters are arbitrary. In
[1], [2] we proposed additional constraints to employ the
substructure of the subspaces and hence refer to it as sub in
the remainder.

2.1.1 Substructure in Expression Space
A closer analysis on this three-way model reveals a special
substructure in the expression space, as Fig. 1 illustrates. In
other words, the expression space has a natural vertex at
w3 “ wapathy.

1. There is, however, a sign ambiguity of the singular vectors since
any left–right singular vector pair pu,vq of a matrix can be equivalently
replaced by p´u,´vq. To resolve this ambiguity, we select the sign for
the singular vectors so that the first element of each left singular vector
is always non-negative.

2. Sn “ tx P Rn : }x} ď 1u.

Figure 2. The neutral expression (left, grey) synthesised apathetic ex-
pression (right, red) are shown for one person of the database.

The HOSVD defined in Eq. (1) was calculated on a
sparse N “ 83 and a dense N “ 7308 version of the
data tensor. The first three dimensions of the third mode
singular vectors of the expression spaces Up3q are shown
with corresponding 3D face shapes for the sparse model
in Figure 1, which demonstrates the same structure as in
the dense case [1]. For both models, it can be seen that
all expressions lie on a planar substructure, in which four
expression levels belonging to the same emotion can be
approximated by one line. All these lines appear to intersect
in one expression point at the top right, which is not part
of the provided database and even more surprisingly, is not
equal to the expression labelled as neutral. Inspecting the
newly synthesised expression for several different persons,
we labelled it as the apathetic facial expression. We defined
it as such due to the impression that all facial muscles
are completely relaxed, whereas this is not the case for
the expression labelled as neutral. In Figure 2, we show
the neutral expression in grey and the newly synthesised
apathetic facial expression in red for one person. Please note
that the latter does not exhibit an open mouth in Fig. 2, while
the neutral face does. We consider this is a result of the fact
that the database is build upon posed expressions, including
some neutral expression with an open mouth. An important
question is whether the apparent intersection of the emotion
trajectories at the point of apathy as indicated by Fig. 1 is an
effect of the higher-order tensor factorisation. In Sec. 5.1 two
additional experiments are provided to support the claim of
a unique point at which all emotion trajectories intersect. As
soon as the vertex is found by regression (see Sec. 5.1.2), the
apathetic faces can be collected to the apathy tensor

T3,apathy“ T3 ` S3 ˆ1U
p1q
3 ˆ2U

p2q
3 ˆ3

`

1Etotw
T
apathy

˘

, (4)

where 1Etot
“ p1, . . . , 1qT P REtot . This tensor collects

the apathetic facial expressions varying between persons.
The mean face of all apathetic faces is defined as fapathy,
whereas its 3-dimensional tensor representation is denoted
as T 3,apathy.

2.2 Four-Way Model
To exploit the revealed structure found in the expression
space, the natural way is to centre the tensor into the point of
apathy. Moreover, it is natural to fold the emotion strength
to its own dimension in the data tensor to separate it from
the emotion, i.e. separating the expression into emotion
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and its strength. In this way, the expression trajectories
ideally form one-dimensional linear subspaces where the
zero strength would correspond to the point of apathy
while all expect the most dominant strength-mode singular
vectors can be truncated.

Formally, we therefore represent the original data, and
the apathy tensor, by folding them into 3N ˆ P ˆ S ˆ E,
four-way data tensor T4,0 and mean apathy tensor T 4,apathy,
where S refers to the emotion strength andE to the emotion.
Please note that the neutral expression is skipped for this
reordering for two reasons: First, there is only one possible
emotion strength for neutral provided, and second it is a non
consistent expression, but is performed very inconsistently
with varying appearances, e.g. some with open other with
closed mouth. Let T4 “ T4,0 ´ T 4,apathy be the apathy
centred tensor that is approximated as

pT4 “ S4 ˆ1 U
p1q
4 ˆ2 U

p2q
4 ˆ3 U

p3q
4 ˆ4 U

p4q
4 , (5)

where S4 P R3ĂNˆ rPˆ rSˆ rE is the core tensor, and U
p1q
4 P

R3Nˆ3ĂN , U
p2q
4 P RPˆ rP , U

p3q
4 P RSˆ rS , U

p4q
4 P REˆ rE with

rN ď N , rP ď P , rS ď S, and rE ď E. Similarly as above, the
faces can be approximated by the four way model as

f « fapathy ` S4 ˆ1 U
p1q
4 ˆ2 wT

2 ˆ3 wT
3 ˆ4 wT

4 , (6)

where w2 P S
rP is the parameter vector for person, w3 P S

rS

of strength, and w4 P S
rE for emotion.

Assuming then that the expressions are one-dimensional
linear subspaces centred at the apathetic faces implies that
rS “ 1, hence U

p3q
4 P RSˆ1 and w3 ” w3 is a scalar, the

emotion strength parameter. In this case the core tensor can
be truncated and we may define rS4 as the corresponding
3N ˆ P ˆ E, which is obtained by trivially unfolding the
singleton strength dimension that yields

f « pf “ fapathy ` rS4 ˆ1 U
p1q
4 ˆ2 wT

2 ˆ3 wT
34, (7)

where w34 ” w3w4, hence, the expression parameter vector
is modulated by the scalar strength parameter.

Transferring this to the latest model parameterisation of
Eq. (3) in consequence leads to

pf “ fapathy ` . . .

S4 ˆ1 U
p1q
4 ˆ2 pT

2 U
p2q
4 ˆ3 pT

3 U
p3q
4 ˆ4 pT

4 U
p4q
4 , (8)

“ fapathy ` rS4 ˆ1 U
p1q
4 ˆ2 pT

2 U
p2q
4 ˆ3 w3p

T
4

loomoon

pT
34

U
p4q
4 , (9)

where ‖p34‖ “ w3 and p4 “ p34{w3.

2.3 Tensor Model vs. PCA

The HOSVD model of Eq. (5) is connected to PCA, see
also [30], as follows. Let T

pnq
4 denote the n-mode matrix

unfolding of T4, and T
pkq
4,apathy the n-mode unfolding of

T 4,apathy. Let us define

Rp1q “
1

PSE

´

T
p1q
4,0 ´T

p1q
4,apathy

¯´

T
p1q
4,0 ´T

p1q
4,apathy

¯T

“
1

PSE
T
p1q
4 T

p1q
4

T
(10)

“
1

PSE
U
p1q
4 S

p1q
4 V

p1q
4

T
V
p1q
4 S

p1q
4

T
U
p1q
4

T
(11)

“ U
p1q
4 Λp1qU

p1q
4

T
, (12)

where Λp1q “ 1
PSES

p1q
4 S

p1q
4

T
. This means that the matrix

Rp1q corresponds to the sample covariance matrix Cp1q of
all faces with the difference that the faces are centered at
the apathetic face where the covariance is centred at the
mean face. In other words, where the 1-mode principal
components are the eigenvectors of the covariance matrix
Cp1q, the 1-mode singular vectors are the eigenvectors of
Rp1q. Similarly, for the person or 2-mode matrix

Rp2q “
1

SEN

´

T
p2q
4,0 ´T

p2q
4,apathy

¯´

T
p2q
4,0 ´T

p2q
4,apathy

¯T

“ U
p2q
4 Λp2qU

p2q
4

T
, (13)

where Λp2q “ 1
SEN S

p2q
4 S

p2q
4

T
. the 2-mode matrix unfolding

of the tensor contains the matched measurements, centred at
the apathetic face, for all the people in each column. There-
fore the 2-mode singular vectors describe the directions in
the people space showing the largest spread centred at the
apathetic face measurements. For the strength or 3-mode,

Rp3q “
1

ENP

´

T
p3q
4,0 ´T

p3q
4,apathy

¯´

T
p3q
4,0 ´T

p3q
4,apathy

¯T

“ U
p3q
4 Λp3qU

p3q
4

T
, (14)

where Λp3q “ 1
ENP S

p3q
4 S

p3q
4

T
. The 3-mode matrix unfolding

contains the matched measurement in the function of the
emotion strength, with respect to the apathetic expression,
in each column. Since the point of apathy is the origin
and the strength increases when moving away from it,
it is easy to see how the rank-1 approximation works in
the strength space: in the approximation the columns will
linearly dependent, i.e., equivalent up to a scalar multiplier.
Finally, the emotion or the 4-mode

Rp4q “
1

NPS

´

T
p4q
4,0 ´T

p4q
4,apathy

¯´

T
p4q
4,0 ´T

p4q
4,apathy

¯T

“ U
p4q
4 Λp4qU

p4q
4

T
, (15)

where Λp4q “ 1
NPSS

p4q
4 S

p4q
4

T
. The 4-mode matrix unfolding

contains all the expressions, in the form of matched mea-
surements, in each column. Therefore, the 4-mode singular
vectors describe the directions of largest spread in the ex-
pression space relative to the apathetic expression.

3 ESTIMATION OF TENSOR MODEL PARAMETERS

In real applications, such as approximation or expression
transfer, see Fig. 3, one needs to fit the underlying model
to a novel face, while the model may be likewise updated
by additional training data. The relationship of the models
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(a) (b) (c)

Figure 3. Transfer anger from one person to another: (a) person A in
emotion anger, (b) person B with estimated emotion anger, (c) person
B, in emotion happy.

¨ ¨ ¨ Sn Sn`1 ¨ ¨ ¨

f |θ, Sn f |θ, Sn`1

Dn

θ

Dn`1 Dn`2

θ

Figure 4. Diagram characterising the statistical model used in this paper.
The state Sn refers to the HOSVD model S4,U

p1q
4 ,U

p2q
4 ,U

p3q
4 ,U

p4q
4

trained by the data Dn. The model also includes the parameters
rN, rP , rS, rE. The novel face f , modelled by the parameters θ, depends

on the current state. The state, or the HOSVD model, may be updated
by adding more training data Dn`1.

is characterised by the diagram in Fig. 4. In the following
section we look at the case where, the expression and person
parameters are unknown and need to be estimated for a
novel face. In Fig. 3 we show that we can transfer an
expression from one person to another using the estimated
parameters from our latest model.

3.1 Statistical Objective

Given a novel 3D face f , our objective is to compute the
maximum posterior (MAP) estimate for the model parame-
ters θ “ tw2,w3,w4u of the model Eq. (6), by maximising
the posterior

ppθ|f , Snq “ ppf |θ, Snqppθ|α, Snq (16)

where ppf |θ, Snq is the likelihood and ppθ|α, Snq is the prior,
Sn is the state (c.f. Fig. 4), and α “ tαP, αEu represents
hyperparameters. For the likelihood part, we assume i.i.d.
Gaussian noise. From now on, let us assume the truncated
model Eq. (7), where rS “ 1. Across the person and expres-
sion dimensions, the prior is independent, or,

ppw2,w3,w4|α, Snq “ ppw2|α, Snqppw34|α, Snq. (17)

For the person mode, we assume a smooth, piece-wise
linear person parameter manifold as follows. We assume the
novel person parameters are a convex combination of only
αP close training people in the database while a Gaussian
prior is assumed for the person vectors. Formally,

ppw2|α, Snq “ ppw2|WP, α, Snq9

#

gσP
pw2q , w2 PWP

0, w2 RWP

(18)

where gσP
is the zero mean, isotropic Gaussian probability

density function (pdf) with covariance matrix σPIP̃ , and

WP “

#

w2 P RP̃
ˇ

ˇ

ˇ

ˇ

ˇ

w2 “ U
p2q
4

T
p2, where p2 P RP^

pT
2 1P “1^ p2ě0^ }p2}0“αP, and the non- (19)

zero elements indicate the αP-neighbourhood

among the rows in U
p2q
4

+

.

Here, p2 is the hyper parameter vector of person related
parameters.

For the expression mode, we assume that novel expres-
sion parameters w34 are a convex combination of only αE

close training expressions in the database. In addition, we
have a Gaussian prior for the expression vector centred at
the point of apathy. Thus we obtain,

ppw34|α, Snq “ ppw34|WE, α, Snq9

#

gσE
pw34q , w34 PWE

0, w34 RWE

(20)
where gσE is the zero mean, isotropic Gaussian probability
density function (pdf) with covariance matrix σEIẼ , and

WE “

#

w34 P RẼ
ˇ

ˇ

ˇ

ˇ

ˇ

w34 “ U
p4q
4

T
p34, where p34,

p4 P RE ^ pT
4 1P “1^ p4ě0^ p}p34}0“αE_

}p34}0“ 0q, }p34}p4 “ p34, and the non- (21)
zero elements indicate the αE-neighbourhood

among the rows in U
p4q
4

+

.

Here, p34 is the hyper parameter vector of expression re-
lated parameters. The statistical model implies the following
MAP estimation problem

min
p2,p34

1

2
‖pf ´ f‖22 `

λ2
2
}U

p2q
4

T
p2}

2
2 `

λ34
2
}U

p4q
4

T
p34}

2
2, (22)

subject to

p2 ě 0, p4 ě 0, pT
2 1P “ 1, pT

4 1E “ 1,

}p2}0 “ αP, }p34}0 “ αE, (23)

where the non-zero elements indicate the αP-
neighbourhood among row vectors in U

p2q
4 , and αE-

neighbourhood among the row vectors in U
p4q
4 , respectively,

and pf as defined by Eq. (9). The numerical optimisation of
Eq. (22) is described in the following section.

3.2 Numerical Optimisation

In this section, we will first describe how to rewrite the
tensor-product into a matrix-vector product, and then de-
scribe the optimisation for all considered models.
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3.2.1 Linear Matrix-vector Model Representation
All presented models require tensor products to compute
a face shape, which prevents a closed-form solution for
both parameters. However, by rewriting the previous tensor
model such that it is linear in one model parameter in the
matrix-vector notation, it allows us to use alternating least-
squares (ALS) to estimate the parameter vectors.

Let us assume that expression parameter vector wT
3 is

fixed, and reorder the elements of Eq. (7) to

pf ´ fapathy “ rS4 ˆ1 U
p1q
4 ˆ3 wT

34 ˆ2 wT
2 . (24)

The tensor rS4 ˆ1 Up1q ˆ3 wT
34 P R3Nˆ rPˆ1 can be trivially

flattened into a 3N ˆ rP matrix M2 as

M2 w2 ” rS4 ˆ1 U
p1q
4 ˆ3 wT

34 ˆ2 wT
2 (25)

thus

pf ´ fapathy “ M2U
p2q
4

T
p2, (26)

hence, the difference is linear in p2. Accordingly for p34:

pf ´ fapathy “ rS4 ˆ1 U
p1q
4 ˆ2 wT

2 ˆ3 wT
34, (27)

where the elements of rS4ˆ1 U
p1q
4 ˆ2 wT

2 P R3Nˆ1ˆ rE can be
sorted into the matrix M34 P R3Nˆ rE , leading to

pf ´ fapathy “ M34U
p4q
4

T
p34. (28)

3.2.2 Optimisation
Taking only the terms depending on p2 from Eq. (22) yields
the energy functional

E2pp2q “
1

2
‖pf ´ f‖22 `

λ2
2
}U

p2q
4

T
p2}

2
2 ` C (29)

“
1

2
pT
2 Q2p2 ` bT

2 p2 ` C, (30)

where C refers to the summand in Eq. (22) not con-

taining p2, Q2 “ U
p2q
4

`

MT
2 M2 ` λ2I

˘

U
p2q
4

T
and b2 “

´U
p2q
4 MT

2 pf ´ fapathyq. We thus have the minimisation
problem

min
p2

1

2
pT
2 Q2p2 ` bT

2 p2 (31)

subject to p2 ě 0, pT
2 1P “ 1, }p2}0 “ αP, where the non-

zero elements form the αP-neighbourhood among the row
vectors in U

p2q
4 .

To form the neighbourhood sparsity constraints, we find
the αP-nearest neighbours for each row vector in U

p2q
4 . The

minimisation is performed separately over all these neigh-
bourhoods, i.e., we define the projection Pi

2 as the sparse
matrix whose element pjk “ 1 iff the row j in U

p2q
2 is the

kth nearest neighbour of the point i and k “ 1, 2, . . . , αP,
and pjk “ 0, otherwise. Noting that q2 equals Pi

2
T
p2, we

may write the minimisation Eq. (31) in the equivalent form

min
i

min
q2

1

2
qT
2 Qi

2q2 ` bi2
T
q2, (32)

subject to q2 ě 0, qT
2 1αP

“ 1, where

Qi
2 “ Pi

2
T
U
p2q
4

`

MT
2 M2 ` λ2I

˘

U
p2q
4

T
Pi

2 and
bi2 “ ´Pi

2
T
U
p2q
4 MT

2 pf ´ fapathyq. Similarly, considering the

Algorithm 1 ALS for sparse parameter recovery
Input: 3D points of a face shape f

‚ Initialisation
– Global rigid alignment of 3D input and face model
– Initialise expression parameter vector to the mean

expression pp34 :“ 1
E p1, . . . , 1q

T

‚ Model Parameter Estimation
Repeat until convergence:

– Given current expression parameter vector pp34, esti-
mate p2 by minimising Eq. (32), and set pp2 “ P

pi
2pq2.

– Given the current person parameter pp2, estimate p34

by minimising Eq. (33), and set pp34 “ P
pi1

34pq34.
– While solving Eq. (32) and Eq. (33), start with one
λk and adapt as described in Sec.3.2.3.

Output: pp2, pp34, pf P R3N from Eq. (9)

minimisation of Eq. (22) over p34 yields the minimisation
problem

min
i1

min
q34

1

2
qT
34Q

i1

34q34 ` bi
1

34

T
q34, (33)

subject to q34 ě 0, where bi
1

34 “ ´Pi1

4

T
U
p4q
4 MT

34pf´fapathyq

and Qi1

34 “ Pi1

4

T
U
p4q
4

`

MT
34M34 ` λ34I

˘

U
p4q
4

T
Pi1

4 .
The minimisation problems Eq. (32) and Eq. (33) with the

constraints can be performed using an interior-point convex
quadratic programming such as quadprog in Matlab. The
method is now complete and summarised in Algorithm 1.
The iteration is stopped if the maximum number of it-
erations is reached, or if any of the following values is
below a predefined threshold: the MSE (mean squared error)
between input and approximated shape, or the change of
proceeding errors, likewise.

3.2.3 Automatic Penalty Weights
The optimisation functions in Eq. (32) and Eq. (33) contain a
penalty weight parameter λ, encoded in the matrix Q, which
is commonly selected manually. If the individual constraints
and indices are ignored, the previously described minimisa-
tion problems share the following structure

min
q

1

2
qTQλq` bTq, (34)

where Qλ refers to a matrix, which depends on λ:

Qλ “ PTU
`

MTM` λI
˘

UTP. (35)

To determine the best parameter λ a linesearch procedure
is applied, i.e. given the current estimate of the parameter
vector q and the corresponding constraints, the selected λ
gives a local minimum of the former optimisation function.

4 RECOVERING DENSE 3D FACES FROM SPARSE
2D LANDMARKS

Previously we assumed that 3D points of a face are given
to approximate a 3D face shape. However, most commonly
only 2D projections of the faces are available for which
sparse 2D landmarks can be computed. From these a dense
3D face can be reconstructed by the proposed multilinear
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model. Comparing 3D model points to 2D image coordi-
nates requires a mapping from 3D to 2D by a reasonable
camera model, which we define and use in the following.

4.1 Projective Camera Model
An often used camera model in computer vision tasks, e.g.
3D reconstruction, is the weak-perspective camera model
[31], [32]. To account for perspective distortion, we choose a
projective camera model and assume that pixels are square
elements on the image sensor, which is given by most
consumer cameras. A 3D point x P R3 is mapped to a 2D
location u P R2 as

ru “ prux, ruy, ruzq
T
“ K pRx` tq ,

u “ pux, uyq
T
“ prux{ruz, ruy{ruzq

T
,

(36)

where K :“

¨

˝

fsx 0 px
0 fsy py
0 0 1

˛

‚ P R3ˆ3, ppx, pyq is the

principal point, f P R` is the focal length, R is a 3D rotation
matrix and t is a 3D translation vector.

4.2 Camera Projected 3D Face Tensor Model
Assuming that the camera parameters are provided, the
model parameters of the proposed model of Eq. (9) can be
estimated linearly [2].

Given n 2D landmarks corresponding to a subset of the
N 3D model vertices, the 3D model point pfi is obtained
from pf by selecting specific rows, and accordingly M2,i is
obtained from M2. In the following the mean apathetic face
is referred to as f . Using this notation, a 3D face point,
generated by the model, can be defined linearly in the

parameters p2 and p34 so that pfi “ M2,iU
p2q
4

T
p2 ` f i and

pfi “ M3,iU
p4q
4

T
p34` f i. To distinguish between 3D and 2D,

the faces will be referred to as f 3D and f 2D in the following.

4.2.1 Projective Face Tensor Model
Assuming camera parameters for the projective camera are
provided, a 3D point f 3D

i is mapped to its corresponding 2D
point f 2D

i by Eq. (36), or,

rui “ prui,x, rui,y, rui,zq
T
“ K

`

Rf 3D
i ` t

˘

, (37)

f 2D
i “ prui,x{rui,z, rui,y{rui,zq

T
. (38)

Thus, 2D points are not linearly related to their 3D counter-
parts if a projective camera model is employed. We therefore
rewrite Eq. (38) component-wise to retrieve a form which is
linear in p2 in [2]. Similarly to [33], [34], the x component
the 2D face shape Eq. (38) can be rewritten

f 2D
i,x “ rui,x{rui,z

ô f 2D
i,x rui,z “ rui,x

ô f 2D
i,x

”

K
´

Rpfi ` t
¯ı

z
“

”

K
´

Rpfi ` t
¯ı

x
.

where rvsx denotes the x component of the vector v. Then
replacing pfi yields

f 2D
i,x

„

KRM2,iU
p2q
4,i

T
p2 `KRf i `Kt



z

“

„

KRM2,iU
p2q
4,i

T
p2 `KRf i `Kt



x

(39)

ô

´

„

KRM2,iU
p2q
4,i

T


x

´ f 2D
i,x

„

KRM2,iU
p2q
4,i

T


z

¯

p2 “

f 2D
i,x

“

KRf i `Kt
‰

z
´
“

KRf i `Kt
‰

x
. (40)

Stacking the x- and y-components leads to
¨

˚

˚

˝

„

KRM2,iU
p2q
4,i

T


x

´ f 2D
i,x

„

KRM2,iU
p2q
4,i

T


z
„

KRM2,iU
p2q
4,i

T


y

´ f 2D
i,y

„

KRM2,iU
p2q
4,i

T


z

˛

‹

‹

‚

p2 “

˜

f 2D
i,x

“

KRf i `Kt
‰

z
´
“

KRf i `Kt
‰

x

f 2D
i,y

“

KRf i `Kt
‰

z
´
“

KRf i `Kt
‰

y

¸

. (41)

This equation system is extended to 2n rows by concate-
nating the two dimensions for each of the n corresponding
points of one shape. Furthermore, one person parameter
vector p2 can be estimated for multiple input shapes by
stacking the points accordingly. Please note that the camera
parameters K, R, t differ among shapes, but not among
points of the same shape.

Similarly, for the expression parameter vector p34, we
obtain

¨

˚

˚

˝

„

KRM34,iU
p4q
4,i

T


x

´ f 2D
i,x

„

KRM34,iU
p4q
4,i

T


z
„

KRM34,iU
p4q
4,i

T


y

´ f 2D
i,y

„

KRM34,iU
p4q
4,i

T


z

˛

‹

‹

‚

p34 “

˜

f 2D
i,x

“

KRf i `Kt
‰

z
´
“

KRf i `Kt
‰

x

f 2D
i,y

“

KRf i `Kt
‰

z
´
“

KRf i `Kt
‰

y

¸

. (42)

In summary, when using a nonlinear camera model, the
update equations for expression an person parameters are
linear, corresponding to those in [2]. In the following section,
we add constraints introduced above that leads to similar
optimisation scheme for 2D input shapes as we proposed
for the 3D.

4.3 Camera and Model Parameter Estimation for 2D
Face Landmarks
4.3.1 Estimation of Model Parameters
Let us denote the linear equation (41) by A2p2 “ a2. We
seek to minimise the regularised energy functional

Ep
2 pp2q “

1

2
}A2p2 ´ a2}

2
2 `

λ2
2
}U

p2q
4

T
p2}

2
2 ` C

1

“
1

2
pT
2 Qp

2p2 ` bp
2
T
p2 ` C

1,
(43)

where Qp
2 :“ AT

2 A2 ` λ2U
p2q
4 U

p2q
4

T
and bp

2 :“ ´AT
2 a2.

In analogy to (32), by using the convex combination and
neighbour constraints and by denoting q2 “ Pi

2
T
p2, we the

minimisation problem takes the form

min
i

min
q2

1

2
qT
2 Qp,i

2 q2 ` bp,i
2

T
q2, (44)

subject to q2 ě 0, qT
2 1αP “ 1, where Qp,i

2 “ Pi
2
T
Qp

2Pi
2

and bp,i
2 “ Pi

2
T
bp
2 .

Similarly, for p34 the minimisation problem is

min
i

min
q34

1

2
qT
34Q

p,i
34 q34 ` bp,i

2

T
q34, (45)



8

Algorithm 2 3D Reconstruction and Camera Parameter
Estimation from sparse 2D Landmarks

Input: m 2D face landmark sets f 2D
k , k “ 1, . . . ,m

‚ Initialisation:
– Initialise m cameras by DLT using mean face
– Initialise pp3,k (or pp34,k) with mean expression @k

‚ Repeat until convergence:
– Model Parameter Estimation

repeat until convergence:
˚ Given pp34,k and camera parameters, estimate

person parameter vector pp2, using Eq. (44)
˚ Given pp2 and camera parameters, estimate ex-

pression parameter vectors pp34,k, using Eq. (45)
– Camera Parameter Estimation
˚ Given pp2, pp34,k, compute 3D shapes pf3Dk
˚ Estimate camera parameters bypf3Dk and f 2D

k min-
imising Eq. (46).

Output: pp2, pp34,k, camera parameters, pf 2D
k , pf 3D

k

subject to q34 ě 0, pT
4 1αE

“ 1, where bp,i
34 “

´Pi
34

T
AT

34a34 and

Qp,i
34 “ Pi

34
T
ˆ

AT
34A34 ` λ34U

p4q
4 U

p4q
4

T
˙

Pi
34. In effect, the

same solver for the estimation of the model parameters
for 3D and 2D input can be used, including the automatic
determination of the weights λ2 and λ34.

4.3.2 Camera Parameter Estimation
Previously we assumed the camera parameters of all input
shapes are given to approximate a 2D face shape f 2D by a
projected 3D model face shape pf 3D and then estimated the
model parameters. Here we assume the model parameters
are known, therefore the 3D face model shape pf 3D is given
and projected onto the image plane yielding pf 2D. The error
between the original 2D landmarks f 2D and the estimated
2D shape pf 2D is defined as

εcam “ ‖pf 2D ´ f 2D‖22. (46)

Given sparse correspondences between the 3D model points
and the 2D landmarks, the parameters of the projective
camera can be estimated by minimising Eq. (46) using a DLT
(direct linear transform), see [35] for details. Please note that
the global alignment is included in the camera parameter
estimation procedure. The camera and model parameters
can be estimated in an alternating scheme as described in
Alg. 2, with the same stopping criteria as in Alg. 1.

5 EXPERIMENTS

To build the model we used the Binghamton BU3DFE
database [26] which consists of 2500 face scans of 100 per-
sons performing 6 emotions (anger, disgust, fear, happiness,
sadness, surprise) in 4 levels with increasing expression
strength, and the neutral expression. For each shape 83
manually labelled landmark points are provided and used
to build a sparse face model.

Dense correspondences among all face scans are com-
puted by an adapted version of the ECPD [36] employing

3D landmarks to guide the registration. Thereafter a sparse
or a dense multilinear face model can be estimated by
Eq. (1), either based on 83 facial features points or the 7308
corresponding points.

5.1 Validation of the Apathy Vertex
In Section 2 the apathetic expression was identified as a
natural origin, where each of the six prototypical emotions
originate from. Here we show that it is not an artefact of the
database or the factorisation approach.

5.1.1 Apathy Mode and Expression Space of ADFES
To confirm our hypothesis that this specific relaxed facial
expression can be retrieved from posed facial expression
databases other than BU3DFE, we choose a database with
similar properties. The Amsterdam Dynamic Facial Expres-
sions Set (ADFES) [27] contains image sequences of 22 per-
sons, which starting in neutral thenchanging to full emotion
(apex), varying in length. The emotions include the six basic
emotions (anger, disgust, fear, joy, sadness, and surprise),
which are the same as in the BU3DFE database, and neutral.
We used the OpenFace [37] framework to detect N “ 68
2D landmarks for each frame. To create a data tensor from
the ADFES database, all sequences of the six prototypical
emotions and the neutral sequences were extracted. Then:

1) Globally align shapes, such that the top of the nose
located at the origin.

2) From each sequence sample 4 frames, equidistantly.
3) The shapes are sorted into a 3D data tensor T0 P

R3NˆPˆEF , with N “ 68, P “ 22, E “ 6, F “ 4.
4) The mean shape is subtracted from T “ T0 ´ T , where

T P R3NˆPˆEF contains the mean shape f , repeated to
suit the size of the original tensor.

5) The expression space Up3q is obtained by Eq. (1).
6) The apathy mode is estimated using Up3q.

The expression space Up3q is depicted in Fig. 5(a), where
the apathy mode is the red cross. The colours are analogue
to Fig. 1. The expression space for ADFES is planar, star-
shaped and contains linear trajectories for each emotion, just
like it is for the BU3DFE as shown in Fig. 1. Fig. 5(b) displays
the synthesised apathetic facial expression of the mean
person for the AFDES, which is a relaxed facial expression
with closed mouth. Based on these findings, we conclude
that the previously discovered apathy mode is nor a result of
overfitting, nor is it a property limited to one dataset.

5.1.2 Justification Of Apathy Vertex in Face Shape Space
An important question is whether the apparent intersection
of the emotion trajectories at the point of apathy as indicated
by Fig. 1 is an effect of the higher-order tensor factorisation
or a bias of the BU3DFE dataset. We thus compare the 3N -
dimensional shape vectors of the neutral shapes with those
closest to the intersections of the emotion trajectories both
for BU3DFE and ADFES datasets. Since we cannot expect
that E “ 6 low-dimensional affine subspaces intersect in a
single point in a high-dimensional space, we locate the point
closest to all of the emotion trajectories, as in Sec. 2.1.1.

Let fke,p denote the 3N -dimensional shape vector of the
kth out of k “ 1, . . . , 4 expression levels of emotion e and
person p. Denote by vle,p with l “ 2, . . . , 4 the difference
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(a) expression space (b) apathetic expression

Figure 5. (a) Expression space for the ADFES, analogously to BU3DFE.
(Colours as in Fig 1.) (b) apathetic facial expression synthesised for the
average person.

f le,p´ f1e,p. Letting Ve be the matrix consisting of the vectors
vlei,p of all p “ 1, . . . , 100 persons, we fit a 1-dimensional
subspace to each Ve. Let Be denote the basis of the eth
subspace, and fe “

1
P

ř

p f1e,p the average of shapes f1e,p of
all persons.

The closest point x to each of the affine subspaces with
basis Be and origin fe w.r.t. to the world coordinate origin
can be determined by solving the joint optimisation problem

min
x

E
ÿ

e“1

›

›x´
`

PBe

`

x´ fe
˘

` fe
˘
›

›

2

2
(47)

where PBe
indicates the orthogonal projector onto the space

spanned by Be.
The shape minimising Eq. (47) has a root mean square

distance (RMSE) of 1.45 to each of the PE emotion trajec-
tories for BU3DFE, whereas the average neutral shape has
a RMSE of 2.45. The difference is not negligible since the
mean squared distance between shapes of the same emotion
is 7.81. The RMSE of the point closest to the intersection is
0.046 for ADFES, while the neutral point has an RMSE of
0.126 and the mean square distance in ADFES is 0.267. This
confirms that the average neutral shape is more distant from
the optimal centre of all emotion trajectories. The estimated
shapes x looks very similar to the apathetic shape (Fig. 2).

5.2 Neutral vs. Apathy-centered Face Model
The original3D face shapes given in T4,0 P R3NˆPˆSˆE can
be approximated by an apathy-centered or neutral-centered
tensor model. Assuming T 4,apathy defines the tensor which
consists of the mean apathetic face, while T 4,neutral contains
the mean neutral face shape. Then the 4D factorisation can
be computed on the two versions, analogue to Eq. (5). This
means for the apathy centered model, the difference tensor
T4,a “ T4,0 ´ T 4,apathy is approximated by

T4,a « pT4,a “ S4,a ˆ1 U
p1q
4,a ˆ2 U

p2q
4,a ˆ3 U

p3q
4,a ˆ4 U

p4q
4,a. (48)

The original shapes are then approximated by

T4,0 « T4,0,a :“ pT4,a ` T 4,apathy. (49)

Analogously the original shapes are approximated by the
neutral centered model as T4,0 « T4,0,n. We found that the

Figure 6. Change of the euclidean distance between true and estimated
shapes, based on the apathy-centred (solid lines) and neutral-centred
model (dashed lines) as in Eq. (50), for varying cropping factors. Two
of the the four are fixed to 3 rN “ 250 and rS “ 1, while the cropping
dimensions for person rP and emotion rE are varied.

tensor using the apathy as centre gives a lower euclidean
distance to the original shapes, than using the factorisation
based on the centre of neutral, i.e.

1

n
‖T4,0,a ´ T4,0‖F ă

1

n
‖T4,0,n ´ T4,0‖F (50)

where ‖.‖F refers to the Frobenius norm, extended to ten-
sors.3 This relation was verified for the sparse and dense
tensor, and various cropping factors. In Fig. 6 the decrease of
the approximation error of Eq. (50) with respect to increased
cropping factors for person and emotion dimension are
visualised for 3 rN “ 250 and rS “ 1. The error obtained by
the apathy-centred model (solid line) is always below the
one of the neutral-centred model (dashed line). This means
that the apathy-centred model retains more information in
the first components than the neutral-centred model.

5.3 Residual Emotions of the Neutral Face

As several psychological studies suggest, there are six basic
emotions that also form the natural basis for the expression
analysis. In mathematical terms, the six emotions, centred at
the point of apathy, form an affine basis where the apathetic
expression is emotionless whereas all the other expressions
are linear combinations of the basis emotions. The neutral
face can be described in this basis, and it is expected to
reflect residual emotions [21]. This is illustrated in Fig. 7 where
we show the expression change when interpolating from
angry to disgust via either neutral or apathetic expression.
In the top row the face in the gray box is labelled as neutral
in BU3DFE, although it looks rather happy. In contrast
to that in the second row the trajectory passes through
the apathetic, emotionless face, which does not change the
overall emotion.

5.4 Person and Expression Transfer

In this section, we compare the different parameterisations
of tensor models shown in Tab. 1, which includes the model
sub+ as an intermediate model between sub and 4D. sub
and sub+ are both based on a mean-centred 3D data tensor

3. Frobenius norm for tensors: ‖T ‖F “
b

ř

i,p,l,e|tiple|2
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Figure 7. Synthesised expression trajectories, both starting in anger and ending in disgust. In the first line intersecting the neutral expression (grey
box), whereas in the second row the face in the red box represents the synthesised apathetic facial expression.

ε

ε

(a) expression transfer

ε

ε

(b) expression transfer

ε

ε

(c) person transfer

Figure 8. Quantitative evaluations of the methods by Eq. (51) in (a), (b) expression transfer; and (c) person transfer. (first row) Person and expression
parameter vectors person are estimated independently for each shape; (second row) a shared person parameter vector for varying expressions
performed by a single person is estimated. It can be seen that, in expression transfer, the sparsity constraint of the models sub+ and 4D and the
shared estimation of the person parameter vector yields the best, more robust performance than the reference methods. In person transfer, there
are no significant differences between the methods, except pp seems less robust yielding more outliers; the sharing of the person parameter vector
seem to improve sub+ and 4D. Since sub+ and 4D yield similar result in all the experiments, it is an empirical proof that the emotion strength
subspace can be safely truncated into rank-one subspace. The abbreviations are defined in Tab. 1.

Table 1
Abbreviations for different tensor model parameterisations.

Label Model Description

base The baseline model defined in Eq. (2)
sub The subspace aware model from [1] with parameters as

in Eq. (3) and constraints from [1]
sub+ Same as sub augmented with the constraints of 4D
pp Projection pursuit model from [1]
4D 4D model defined by Eq. (9), (22), (32)-(33)
m (prefix) Person parameter vector shared among shapes of the

same person

employing 25 expression parameters, whereas 4D is centred
at apathy and employs only 6 expression parameters. The
difference between sub and sub+ is that the optimisation
for sub is done by a direct linear equation system, while
the base for sub+ and 4D are given by Eq. (32)-(33) with
constraints for sparsity and positivity. The comparison is
done by person and expression transfer by leave-one-out
experiments. This means that for an unknown 3D face
shape, we estimate person and expression parameters by
Alg. 1 for the models, using the sparse model representation

with N “ 83 points. Then either the person or expression
parameter vector is changed to known values to perform
either person or expression transfer. If the person parameter
vector was estimated reasonably, changing the expression
parameter is expected to alter the expression only. Other-
wise, the worst result would be a degeneration of the shape.
The error between an estimated shape pf and the true shape
ftrue is defined by

ε
´

pf , ftrue

¯

:“
‖pf ´ ftrue‖2
‖ftrue‖2

. (51)

A 3D face shape based on the person and expression
parameter vectors w2,w3 is denoted as f 3Dpw2,w3q. The
experiment will be performed as described in Alg. 3. For
each experiment three errors are computed: approximation,
expression transfer and person transfer. For each model,
the most versatile parameter setting is defined as the one
which gives the minimum median error over the three
errors. The experiment is repeated by leaving one level out
instead of one person. Additionally since subsets of the
excluded shapes stem from the same person, it is reasonable
to demand one joint person parameter vector among them.
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Algorithm 3 Leave-One-Person-Out Experiment

Input: Data tensor T3,0 P R3NˆPˆEtot , Etot “ S ¨E without
neutral expression

1) Exclude person p means excluding shapes f 3D
p,e, e “

1, . . . , Etot, gives the reduced data tensor Tp P

R3NˆpP´1qˆEtot .
2) Re-estimate the HOSVD on the reduced data tensor

T3,p “ S3,p ˆ1 U
p1q
3,p ˆ2 U

p2q
3,p ˆ3 U

p3q
3,p (52)

If the model 4D is used, proceed with these two steps

‚ Re-estimate the apathy-vertex from U
p3q
p

‚ Compute the 4D apathy-centred data tensor T4,p P
R3DˆpP´1qˆSˆE and the HOSVD

T4,p “ S4,p ˆ1 U
p1q
4,p ˆ2 U

p2q
4,p ˆ3 U

p3q
4,p ˆ4 U

p4q
4,p (53)

3) Estimate model parameters for each excluded shape by
Alg. 1 and obtain the approximated 3D faces f 3D

p,e.
4) Expression transfer is performed by replacing the es-

timated expression parameter vector pw3 (or pw34) by
its true value w34, while keeping the estimated person
parameter vector pw2 constant, the 3D face shape of
person p in expression e is computed using ppw2,w34q.

5) Person transfer is performed by replacing the estimated
person parameter pw2 by a known parameter vector
of one of the remaining P ´ 1 persons, using the
parameters pw2, pw34q to compute the new shape.

6) The transfer errors are computed by using Eq. (51), i.e.:
for expression ε

`

f 3Dppw2,w34q, f
3D
p,e

˘

and
for person ε

`

f 3Dpw2, pw34q, f
3D
p,e

˘

.
Output: Errors ε.

Therefore the experiments are performed for all tensor mod-
els listed in Tab. 1, and either estimate the parameter vectors
individually for each shape or constrain the same person
parameter vector.

The first row in Fig 8 shows results based on person
and expression parameter vectors estimated individually for
each left-out-shape, whereas in the second row the person
parameter vector is shared among varying expressions per-
formed by the same person, hence the prefix m. Comparing
the top and bottom row shown in Fig. 8(a)-(b) it can be seen
that the expression transfer error decreases if the person
parameter vector is estimated based on several shapes.
However considering often only one shape per person is
available, the first row is more relevant. It shows that the
error decreases with each model variant, while the models
sub+ and 4D lead to similar results and perform best. The
models perform similarly for person transfer depicted in
Fig. 8(c), which we assume to be a missing evidence in the
underlying training data. Please note that the approximation
error (not depicted) leads to similarly good results for all
models. In general since sub+ and 4D yield similar result in
all the experiments, it is an empirical proof that the emotion
strength subspace can be safely truncated into a rank-one
subspace. In conclusion, the latest proposed model 4D is
best, because it has fewer parameters than all the others but
is still able to perform equally good or even better than the
other models, hence is more robust. This is a consequence of

the bias–variance dilemma. The results of model sub+ and
4D are based on αP “ 5, αE “ 2.

5.5 Influence of Parameters
To determine the influence of the parameters on the result,
we perform experiments by Alg. 3 by leaving one person or
level out with varying number of neighbours for emotion
αE and person αP for our model 4D. In Fig. 9 each square
represents the mean value of the two settings, given the
number of neighbours of emotion αE on the y-axis, and for
person αP on the x-axis. The approximation error is lowest
if the number of neighbours is largest, while the transfer
error for person and expression is small if the number of
neighbours is small. In conclusion the parameters should be
selected depending on the desired application.

5.6 3D Reconstruction from 2D Landmarks
In this section, we reconstruct dense 3D face shapes from
sparse 2D landmarks. In contrast to [38] presenting a 3D
shape regression based on the FW database, we do not rely
on extensive training of 60 images per unseen person. In
[39], 3D reconstructions with more details are presented,
but require user intervention and a second camera for an
initial blendshape model fitting. Neither of them evaluate on
a databases of 3D faces. In this section we use the estimation
scheme presented in Sec. 4 using sparse 2D landmarks. The
model abbreviations of Tab. 1 are as before.

5.6.1 3D Reconstructions of Bosphorus Database
The Bosphorus database [40] consists of images and 3D face
scans of 105 individuals varying in facial expression. We
choose the face scans annotated with the seven basic emo-
tions. Because 178 of potential 735 datasets are missing, the
total number is 557. For each image we detected landmarks
using OpenFace [41], [42], which implies dlib [43].

Hereafter different approaches are used to estimate
dense 3D reconstructions from 2D. The Surrey Face Model
(SFM) [44] is based on a 3D morphable model, i.e. PCA-
based. We apply their code [45], which extends [44] by
varying expressions and image edge information [46]. Ad-
ditionally a neural network approach designed for detailed
3D reconstruction is used, referred to as Sela [47], code [48].

Different versions of the tensor face model based on the
databases BU3DFE [26] and BU4DFE [49]. The BU4DFE is
similar to the BU3DFE, but consists of sequences of 3D face
scans, which we temporally aligned [50] to 10 samples per
person conforming to 10 levels (expression intensities) from
neutral to full emotion. In the following the models base and
pp are excluded, because the base model is highly unstable
in conjunction with a projective camera, whereas the results
of pp are almost the same as for sub.

The points of the true 3D face scan are defined as pl P R3,
for the estimated as ppk, and their point-wise correspondence
is I “ tpi, jq|ppi corresponds to pju. The mean squared
euclidean distance between them is

Q “
1

|I|
ÿ

pi,jqPI

‖ppi ´ pj‖22, (54)

where a prior rigid alignment of the 3D faces is assumed.
Because 7 samples for each person are provided, we can
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αE

αP
(a) Approximation ε

`

f 3Dp pw2, pw34q, f 3D
p,e

˘

αE

αP
(b) Expression transfer ε

`

f 3Dp pw2,w34q, f 3D
p,e

˘

αE

αP
(c) Person transfer ε

`

f 3Dpw2, pw34q, f 3D
p,e

˘

Figure 9. Influence of number of neighbours of emotion αE (y-axis) and person αP (x-axis) on the different error measures, see Alg. 3.

Q

Sela NN SFM sub msub 4D m4D sub msub 4D m4D

Figure 10. Boxplot of mean euclidean distances between true and
estimated shapes, as in Eq. (54). The colours refer to different training
databases and the labels on the x-axis refer to varying models.

demand the same person parameter vector must apply. In
Fig. 10 databases are distinguished by colour, while the
name of the model is the x-axis label, as in Tab. 1. The
two reference models (red) perform worse than all vari-
ants of the tensor models. Comparing the tensor models
sub and 4D shows that both median estimates lie within
the error bounds of the other that shows that there is no
significant difference in their performance. Moreover, this is
the numerical justification of the truncation of the emotion
strength subspace into a one-dimensional subspace as no
significant degradation of the result occurs. Selected qual-
itative examples are provided in Fig. 11. While the results
of Sela NN are deformed, SFM leads to more stable results.
Also as expected the expressiveness of our models decreases
slightly for multiple inputs. The results of model 4D are
based on αE “ 2, αP “ 5.

5.6.2 3D Reconstructions in the Wild

The Bosphorus database was recorded in a highly controlled
environment. The Florence database [51] contains data of 53
persons, with at least one 3D face scan and one to three
video sequences in challenging environments of varying
length. Because there is no 3D scan for each frame of the
video, a comparison between estimated and true 3D faces
is not possible. Therefore we give the 2D error, i.e. the
mean pixelwise distance between the given landmarks and
the corresponding projected 3D points of our models sub
and 4D. As before we estimated 3D reconstructions from
landmarks (obtained by the OpenFace [42]) for 228 selected
frames. We found that the model sub gives a mean euclidean
pixel distance of 5.4, and 6.1 for 4D. Considering that
our model only employs a sparse subset of 46 landmarks
with no additional prior knowledge, these results seem
reasonable. Additionally we repeated the experiment on a

(a) input image (b) sub (c) 4D (d) Sela NN

(e) 3D scan (f) msub (g) m4D (h) SFM

(i) input image (j) sub (k) 4D (l) Sela NN

(m) 3D scan (n) msub (o) m4D (p) SFM

Figure 11. Results of 3D reconstructions from person 1. In (a),(i) original
images in expressions disgust and fear with ground truth 3D scan in
(e),(m). The remainder are 3D reconstructions based on the models
as indicated. The proposed models: (b),(j) sub, (c),(k) 4D, (f),(n) msub,
(g),(o) m4D, and the reference models in (d),(l) Sela NN, and (d),(l) SFM.

subset of the AFLW [52] database offered by [25]. The mean
euclidean distance between the six most stable landmarks
(corners of eyes and mouth) and their corresponding esti-
mated reprojected 3D points turned out 6.9 for the reference
[25] and 3.6 for our 4D, which confirms that our model is
on-par with state-of-the-art methods.

To finalise the in the wild experiments we selected two
more examples, and estimated 3D reconstructions just as in
Sec. 5.6.1. (Additional examples are in the supplemental ma-
terial.) The results shown in Fig. 12 show that the proposed
model 4D with few parameters utilising only 46 landmarks
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(a) input (b) Sela NN (c) SFM (d) 4D

Figure 12. Dense 3D reconstruction examples based on input (a), and
outcomes based on (b) Sela NN, (c) SFM, and (d) our 4D model.

as input gives satisfying 3D reconstructions on par with
the state of the art methods. In the second row shown in
Fig. 12 reveals some limitation of the training data, i.e. since
an expression with smiling mouth and raised eyebrows
is not part of the training data, it cannot be recovered.
Therefore we conclude that the results reflect a limitation
of the training data, not of the model parameterisation.

6 CONCLUSION

In this work, we proposed extensions to our tensor-based 3D
face model [1], where we showed that the facial expression
space prevails a star-shaped substructure for a 3D face
database while an apathetic facial expression lies in the
origin of this affine subspace. We employ this knowledge by
constructing an apathy-centred expression space that yields
a more compact 4D tensor model in contrast to the earlier
model. The 4D model describes the expressions with 6 pa-
rameters opposed to the earlier 25 by folding the expression
strengths into an additional mode of the tensor. Moreover,
the expression strength mode of the tensor can be heavily
truncated into a one-dimensional subspace that leads to the
proposed compact model. A sparsity constraint on the sub-
space parameters for person and expression, controlled by
one value each, compresses the model further, leading to a
more robust version. For the optimisation procedure, we in-
troduced an automatic way of computing regularisation pa-
rameters, thus avoiding manual user intervention and time-
consuming parameter tuning. In addition, we proposed a
3D reconstruction method for faces and expression from
sparse 2D landmarks by assuming projective camera with-
out calibration information. Our experiments confirmed that
transfer of person and expression can be performed better or
equally well if compared to the previous models while the
proposed model is more compact, i.e., fewer parameters are
required. In the experiments, we also validated the existence
of the star-shaped structure of the expression space by an-
other database of 2D facial expressions. On the basis of this
work, we conclude that the proposed tensor-based model is
a compact accurate descriptor for faces and expressions, and
hence a promising tool for various applications.
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